SAKAI production database migration from CAJE to STEELE

Date : 02/02/08

Time :8:00 am

1. Prerequisites

· Modify banner database link in SAKAI_EXTERNAL schema to point to banner production mview logs for mview refreshes  and refresh mviews  with COMPLETE  option(day before migration). 

· Modify banner database link in UCDSOM schema to point to banner production mview logs for mview refreshes  and refresh mviews  with COMPLETE  option(day before migration).
· Verify the TNS connectivity to users UCDSOM, BREEZE, and VMDEAN

2. Check List
· Make sure statistics gathering on ALL DAYS at 5:00 Hrs

   select window_name, repeat_interval, duration from dba_scheduler_windows

  where window_name in ('WEEKNIGHT_WINDOW', 'WEEKEND_WINDOW');

· Make sure Table switch Scripts are set to run at 6:00, 12:00, 18:00 hrs and 00:00 Hrs. Let the 6:00 hrs script run before migration.

00         00,12        *        *        *   /opt/pkg/oracle/dbascripts/switch_a.sh

00         6,18        *        *        *   /opt/pkg/oracle/dbascripts/switch_b.sh

· Make sure MVIEWS are in Sync.  In SAKAI_EXTERNAL  and UCDSOM Schemas.

SELECT JOB, BROKEN, FAILURES FROM DBA_JOBS;

· Make sure mview job fix job is in place. Verify Job numbers. Update with new.

0          11       *        *        6   /opt/pkg/oracle/dbascripts/mview_job_fix.sh

· Test the daily feed to SAKAI_EXTERNAL and UCDSOM.  Update script to take new Mothra feed.
15         5        *        *        *   /opt/pkg/oracle/dbascripts/sakai_feed.sh

· Setup the Monitoring scripts of database objects.

30         22       *        *        *   sh /opt/pkg/oracle/bin/ora_monitor

· Setup Daily AWR reporting

00         01       *        *        *    /opt/pkg/oracle/reports/awr_report sakai sakaiprogrammingteam@smartsite.ucdavis.edu
· Setup Error Reporting

09,19,29   *        *        *        *  /opt/pkg/oracle/dbascripts/ora_err_monitor

39,49,59   *        *        *        *  /opt/pkg/oracle/dbascripts/ora_err_monitor
3. SAKAI schema backup on CAJE (30 Min.) 

· Shutdown SAKAI

· Take datapump backup of SAKAI schema. Run the below shell Script on caje.

/opt/pkg/oracle/dbascripts/ora_begin_expdp_sakai_caje 
· This script creates a file “expdp_sakai_caje.dmp” in “/local/d03/oracle/datapump”. 
· Copy  this file to steele as below. Use development Password.

Scp expdp_sakai_caje.dmp steele:/local/d01/ucd/oraback/datapump/ 
· Shutdown Caje ( Stop the listener)
4. Modify Connecting parameters of service name “SAKAI” in ldap.  Force the changes to “onames”(15 min.)
· Change the host name from caje.ucdavis.edu to  steele.ucdaviss.edu

5. Drop and recreate SAKAI schema on STEELE (1:00 hrs)
· Make sure app servers are offline from steele. And no one connected as user SAKAI. –
· Log in to Oracle as sysdba and drop the schema as below:

DROP USER SAKAI CASCADE;   
· Run the shell script “impdp_sakai_schema” from “/opt/pkg/oracle/dbascripts”. This will create SAKAI INTERNAL SCHEMA.
· Modify the database link in ARCH schema and recompile the view “EVENT_VIEW” to reflect the new live and archived event data.
6. Fall back

· Shutdown SAKAI

· Start the database and listener on caje.
· Modify Connecting parameters of service name “SAKAI” in ldap. Change the host name from steele.ucdavis.edu to  caje.ucdaviss.edu and force the changes to “onames”
· Startup SAKAI

7. Failover to Hammer

· Shutdown SAKAI

· Shutdown STEELE

· Boot up Hammer

· Modify Connecting parameters of service name “SAKAI” in ldap. Change the host name from steele.ucdavis.edu to  hammer.ucdaviss.edu and force the changes to “onames”
· Startup SAKAI

8. Mview refreshes.

· Starting from 02/01/08, Mviews from both hammer/steele and caje will continue to refresh with banner production mview logs for 2 weeks (02/15/08).
· After two weeks from the date of migration, all the mviews on caje will be dropped. We can always rebuilt external database on separate tablespace and recreate mviews from scripts in caje, if needed. 

